
Chapter 15

15.1 Introduction

The annual exchange of carbon between the atmosphere
and the land biota amounts to one-sixth of the atmo-
spheric content of carbon dioxide (CO2), and the aver-
age turnover time of terrestrial organic carbon (includ-
ing the biota and soils, but excluding geological stor-
ages) is only about 20 years. The land biosphere there-
fore plays a dynamic role in the global carbon cycle on
time scales relevant to human activities (Prentice et al.
2001; Schimel et al. 2001; Field et al. 2004). The land
biosphere’s variations in space and time also influence
the fluxes of energy, momentum, water vapor, and many
climatically important or reactive trace gases and aero-
sol precursors across the lower boundary of the tropo-
sphere. The land biota respond individualistically to
local environmental factors such as photosynthetically
active radiation (PAR), temperature, atmospheric hu-
midity, soil moisture, CO2 concentration and land man-
agement. These responses of organisms to their envi-
ronment are fundamental for the continuing provision
of ecosystem goods and services on which all human
activities ultimately depend (MA 2003).

Among the many methods for observing the dynam-
ics of terrestrial ecosystems, each method has a restricted
window of applicability in space and time. Ground-based
measurements (biomass inventories, community descrip-
tions, productivity measurements, flux measurements)
are made at single sites or across networks, but are not
readily scaled up. Satellite-based measurements provide
up to 20 years of global coverage with spatial resolution
on the order of a few kilometres, and temporal sampling
intervals of days to weeks. Satellite observations have
special importance for understanding large-scale pro-
cesses because they can provide comprehensive cover-
age, averaged over landscapes. New sensors and satel-
lites are expanding the scope of such observations. But
there are limitations on what can be observed from space,
particularly with regard to biodiversity and below-
ground processes. For the foreseeable future, it will be
important to use multiple sources of information on ter-
restrial ecosystem structure and dynamics, and to use
modeling techniques to link them.

The identification of mechanisms in the functioning
of the land biosphere has meanwhile become a high sci-
entific priority. On a fundamental level, many non-
linearities and feedbacks in the Earth System, including
processes determining changes in atmospheric compo-
sition on glacial-interglacial and longer time scales and
rapid changes in ecosystems and the atmosphere during
the recent geological past, originate in the incompletely
understood coupling between global biogoechemical
cycles and the physical climate (Prentice and Raynaud
2001; Overpeck et al. 2003). On a more practical level,
anthropogenic alterations of the global environment have
accelerated massively, through land-use change (Foley
et al. 2005) as well as changes in atmospheric composi-
tion and climate (Houghton et al. 2001); this situation has
created an urgent demand by society for tools to predict
the risks of continued environmental changes for eco-
system services, and indeed for the future of climate and
sustainable land management. The development of Dy-
namic Global Vegetation Models (DGVMs) by several
research groups during the past 10–15 years has been
largely a response to these dual “drivers” of interdiscipli-
nary Earth System science.

15.2 Historical Antecedents and Development
of DGVMs

The conceptual development of a DGVM dominated the
activities of the Biosphere Dynamics Project, led by Allen
M. Solomon, at the International Institute for Applied
Systems Analysis (IIASA) during 1988–1990. GCTE sub-
sequently adopted DGVM development as a near-term
goal, and provided an umbrella for further work by sev-
eral groups. DGVMs fuse research on four broad groups
of processes: plant geography, plant physiology and bio-
geochemistry, vegetation dynamics, and biophysics, each
historically pursued by a separate research community
(Fig. 15.1). The early development of DGVMs concen-
trated on representing these processes and their interac-
tions as they would have occurred without human influ-
ence. Lately DGVM development has expanded to in-
clude the representation of human intervention (agricul-
ture, urbanization and forest management).
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15.2.1 Plant Geography

The beginnings of predictive modeling in plant geogra-
phy can be traced to Köppen’s (1931) world climate zones.
Köppen tried to match the distribution of biomes, and
included relevant seasonal aspects of climate in his clas-
sification scheme. A later (but more artificial) classifica-
tion scheme based on annual climate statistics by
Holdridge (1947) was used by Emanuel et al. (1985) to
produce the first climate-derived map of global poten-
tial natural vegetation, and the first global projection of
vegetation for a “greenhouse world” as simulated by a
general circulation model (GCM). Further climate clas-
sifications designed to match biome distributions have
been proposed by Whittaker (1975) and several others.

None of these schemes was based explicitly on an
underlying theory of the controls on vegetation distri-
bution, although the rudiments of a theory had been put
forward by Raunkiær (1909, 1913, 1934). Raunkiær em-
phasized the role of mechanisms for surviving the un-
favourable season in determining the distribution of dif-
ferent types of plants, which we would now call “plant
functional types” (PFTs). Building on Raunkiær’s ideas,

Box (1981) created the first numerical model of global
PFT distributions driven by climate. Woodward (1987)
created the first explicitly process-based model of global
biome distribution. The model included limits to woody
PFT survival associated with cold tolerance, based on a
review of experimental data. It included the dependence
of leaf area index (LAI) on water availability, using an
optimization principle introduced by Specht (1972).
Woodward’s approach was further developed in the
“equilibrium biogeography models” BIOME (Prentice
et al. 1992) and MAPSS (Neilson et al. 1992; Neilson and
Marks 1994; Neilson 1995).

15.2.2 Plant Physiology and Biogeochemistry

General quantitative relationships between plant growth
and resource availability became available during the
1960s through the International Biological Programme
(IBP). Walter’s Vegetation der Erde (Walter 1962, 1968)
combined the older principles of plant geography with
the new understanding of plant production. Lieth (1975)
analysed IBP data statistically to create the so-called
Miami model for net primary production (NPP) as a

Fig. 15.1. A summary of the historical antecedents and recent development of DGVMs
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function of climate. Schulze (1982) reviewed the role of
carbon, water and nutrient constraints in determining
the distribution of PFTs, emphasizing the importance of
competitive success as well as survival limits.

“Terrestrial biogeochemistry models” (TBMs), as they
are now known, were originally developed with the main
goal of simulating NPP. The first to be applied globally was
the Terrestrial Ecosystem Model (TEM) (Melillo et al. 1993).
Other TBMs include Century (Parton et al. 1993), Forest-
BGC (Running and Gower 1991: later BIOME-BGC; Run-
ning and Hunt 1993), CASA (Field et al. 1995), G’DAY
(Comins and McMurtrie 1993), CARAIB (Warnant et al.
1994), DOLY (Woodward et al. 1995) and BETHY (Knorr
2000; Knorr and Heimann 2001). The more recent TBMs
use the biochemical model of Farquhar et al. (1980) for the
dependence of photosythesis on external variables. This
model makes explicit the dependence of photosynthesis
on the leaf-internal partial pressure of CO2, providing a
key component for process-based simulation of CO2 effects.

Several of the original TBMs are still used widely. In
addition, the BIOMEn models (Haxeltine and Prentice
1996a,b; Kaplan et al. 2003) are a hybrid of the equilib-
rium biogeography and TBM approaches. They predict
geographic distributions of biomes by comparing the
modeled NPP of different PFTs within each PFT’s sur-
vival limits. They can therefore make competition-based
distinctions among biomes that the earlier equilibrium
biogeography models could not, and they can incorpo-
rate CO2 effects mechanistically (Cowling 1999; Harrison
and Prentice 2003).

15.2.3 Vegetation Dynamics

All of the models discussed above are restricted in their
application because they cannot represent dynamic tran-
sitions between biomes (Prentice and Solomon 1991;
VEMAP Members 1995; Neilson and Running 1996;
Woodward and Lomas 2004). To provide this capability,
DGVMs have drawn on a very different scientific tradi-
tion. Classic ecological studies of vegetation dynamics,
including Sernander (1936), Watt (1947) and Sprugel
(1976), laid the foundations for the modern understand-
ing of vegetation dynamics and prepared the way for the
formal description of forest dynamics in terms of indi-
vidual tree establishment, growth and mortality in
JABOWA (Botkin et al. 1972), FORET (Shugart and West
1977), LINKAGES (Pastor and Post 1985) and a host of
descendants (Shugart 1984), including extensions to non-
forest vegetation types (e.g., Prentice et al. 1987). Newer
incarnations of this “gap model” concept include
FORSKA (Prentice and Leemans 1990; Prentice et al. 1993)
and SORTIE (Pacala et al. 1993, 1996). These models typi-
cally are applied in a small region with parameter sets
based on observations for individual species. They are
computationally intensive because they simulate the sto-

chastic behavior of many individual plants on multiple
replicate plots.

DGVMs struggle to represent vegetation dynamics in
a computationally efficient way without losing essential
features that depend on interactions between plant indi-
viduals. Friend et al. (1997) used a simplified gap model
approach, representing grid cell dynamics by a sample
of patches. More efficient layer- (Fulton and Prentice
1997) and cohort-based (Bugmann 1996; Bugmann and
Solomon 2000) approximations for vegetation dynamics
exist, but have not been widely adopted. Most DGVMs rely
instead on various ad hoc large-area parameterizations.
Smith et al. (2001) however showed that the gap model
formalism continues to give more realistic estimates of
PFT dynamics, at least when compared to the large-area
parameterization in the Lund-Potsdam-Jena (LPJ)
DGVM (Sitch et al. 2003; see also Hickler et al. 2004a). A
possible route to a more rigorously “traceable” represen-
tation of individual-based processes over large areas is
suggested by the work of Moorcroft et al. (2001).

15.2.4 Biophysics

GCMs include representations of the controls on the ex-
change of energy, water vapor and momentum between
the atmosphere and the land surface. Biophysical mod-
els developed for this purpose are called “land surface
schemes” or “soil-vegetation atmosphere transfer mod-
els” (SVATs). Vegetation properties needed by the GCM
include rooting depth, soil porosity, surface albedo, sur-
face roughness, fractional vegetation cover, and surface
conductance. Surface albedo depends on leaf reflectance,
canopy structure and vegetation structural properties (in-
cluding height) that determine the “masking” of snow.
Changes in vegetation that affect surface albedo can pro-
foundly affect climate (Bonan et al. 1992). Surface conduc-
tance depends on leaf area index and stomatal conductance,
and is one of the controls on evapotranspiration. Accurate
simulation of exchanges between the land and the free tro-
posphere also depends on having an adequate representa-
tion of the planetary boundary layer (PBL). PBL dynamics
depend on properties of the land surface, including the la-
tent heat flux from the canopy (Finnegan and Raupach 1987;
Monteith 1995; Prentice et al. 2004).

The first GCM land-surface schemes to represent veg-
etation explicitly were SiB (Sellers et al. 1986) and BATS
(Dickinson et al. 1993). These models represented varia-
tions in stomatal conductance by empirical functions of
PAR, temperature, humidity and soil moisture (Jarvis
1976). Later models have exploited the tight coupling of
CO2 and water exchange through stomatal conductance
(Collatz et al. 1991). The current trend is to replace GCM
land-surface schemes with full DGVMs. For this purpose,
exchanges of energy, water vapor and momentum must
be modeled at a time step similar to the shortest atmo-

15.2  ·  Historical Antecedents and Development of DGVMs
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spheric time step of the GCM (typically about 30 min-
utes). The DGVMs IBIS (Foley et al. 1996) and TRIFFID
(Cox 2001) were developed for GCM coupling. Full cou-
pling to an atmospheric GCM was first achieved by Fo-
ley et al. (1998) and Delire et al. (2002). Full physical cou-
pling to an ocean-atmosphere GCM has been achieved
by Robert J. Gallimore and others (e.g., Notaro et al. 2004)
using LPJ (Sitch et al. 2003). LPJ also provided the basis for
a generic vegetation dynamics component in Orchidée
(Krinner et al. 2005) and several other DGVMs that are
being developed for GCM coupling. All of the major cli-
mate modeling groups are now working towards full
physical and carbon-cycle coupling of atmosphere, ocean
and land, as first implemented by Cox et al. (2000).

15.2.5 Human Intervention

A final strand of model development addresses the
changing suitability of the land for human land use and
the reciprocal influence of human land use on the state
of the biosphere. The most widely known example, and
the most explicit in terms of representing land cover, is
IMAGE2 (Alcamo 1994). IMAGE2 is widely cited and used
for integrated assessment and scenario development. The
land surface component of IMAGE2 was derived from
BIOME (Prentice et al. 1992). However, several groups are
now developing more advanced large-area representa-
tions of managed ecosystems, including explicit simula-
tions of agricultural and forest management, as compo-
nents of DGVMs (Bondeau et al. in press).

15.3 Principles and Construction of DGVMs

15.3.1 Model Architecture

The modular organization of DGVMs is rather uniform
(Cramer et al. 2001; Sykes et al. 2001; Beerling and Wood-
ward 2001; Woodward and Lomas 2004; Fig. 15.2). The
design and process formulations of DGVMs are not fun-
damentally different from those in TBMs, which have
been used to investigate some of the same questions
(Heimann et al. 1998; McGuire et al. 2001). The most im-
portant unique feature of DGVMs is their ability to simu-
late vegetation dynamics.  Within a grid cell, vegetation
may be represented by fractions or strata occupied by
different PFTs. Age or size classes may be distinguished,
but more typically the modeled properties represent av-
erages among the entire grid cell population of a given
PFT (e.g., Sitch et al. 2003; Fig. 15.3). PFT-specific state
variables, i.e., physical properties that change dynami-
cally in the course of the model simulation, may include
a description of the average geometry of individual
plants, the carbon content of one or more plant biomass
compartments (leaves, roots, wood), nitrogen (N) status,
factors affecting resource uptake capacity (leaf area in-
dex, root density) and population density.

DGVMs implement two or three nested timing loops,
calling different processes on different operational time
steps (Fig. 15.2) corresponding loosely to the fastest char-
acteristic time scale of the process. “Fast” processes vary-
ing on a diurnal cycle include energy and gas exchange

Fig. 15.2.
DGVMs are structurally rather
similar. This figure illustrates
a typical structure, showing
driving variables, main process
modules (organized by opera-
tional timestep) and state vari-
ables
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at the canopy-atmosphere interface, photosynthesis and
plant-soil water exchange. These processes are invoked
either on a time step of one day, using daily integrals of
driving variables such as PAR, or (more accurately, in
principle) at shorter time steps of one hour or less, in
models that explicitly simulate the diurnal cycle. Pro-
cesses with seasonal dynamics include plant phenology,
growth and soil organic matter dynamics; the typical
time step used for these processes is one month. Veg-
etation dynamics are generally the slowest process mod-
eled, and are typically represented with a time step of
one year.

15.3.2 Net Primary Production

The currency of growth in DGVMs is NPP, the balance
of carbon uptake by photosynthesis and release by auto-
trophic respiration. Most DGVMs use the Farquhar et al.
(1980) model, or derivatives thereof (Collatz et al. 1991,
1992; Haxeltine and Prentice 1996a,b), to model photo-
synthesis at the leaf level. Environmental and leaf pa-
rameters are either available from the input data (e.g.,
air temperature and CO2 concentration), calculated based
on the current vegetation or system state (stomatal con-
ductance, leaf nitrogen content), or prescribed (specific
leaf area). DGVMs explicitly or implicitly take into ac-
count shading of leaves at lower levels in the vegetation
canopy by the levels above. Nitrogen invested in leaf func-
tional proteins is commonly assumed to distribute among
canopy layers in a fashion that maximises net assimila-
tion, i.e., photosynthesis minus leaf respiration (Haxeltine
and Prentice 1996a,b; Foley et al. 1996; Friend et al. 1997;
Sitch et al. 2003), at each canopy level (see Dewar 1996
and Prentice 2001 for further discussion of this hypoth-
esis and its variants).

The rate of diffusion of CO2 from the ambient air via
the boundary layer adjacent to leaf surfaces and the sto-
mata is controlled by aggregate stomatal conductance,
and limits photosynthesis. Plants are considered to regu-
late stomatal conductance, within limits, to optimise CO2
uptake in relation to water loss through transpiration
(Cowan 1977; Collatz et al. 1991). Thus, DGVMs typically
couple photosynthesis, canopy biophysics and soil hy-
drology submodels via canopy conductance, although the
detailed formulations vary.

Respiration is usually separated into maintenance and
growth components. Maintenance respiration is sensi-
tive to temperature and differs among tissues (Ryan 1991).
Models may adopt a tissue-specific scaling factor com-
bined with a common temperature response function,
generally a Q10 or Arrhenius relationship. Alternatively,
a function based on tissue C/N ratio may replace the tis-
sue-specific multiplier. Growth respiration is usually
defined as a fixed fraction of NPP. Some DGVMs alter-
natively use more empirical approaches to estimate NPP,
with a potential rate moderated by scalars standing for
environmental stresses (e.g., soil water, low temperatures,
shading of grasses by trees: Daly et al. 2000) and/or re-
source availability and uptake capacity (Pan et al. 2002;
Potter and Klooster 1999).

15.3.3 Plant Growth and Vegetation Dynamics

In all DGVMs, multiple PFTs are allowed to co-occur and
compete. Tolerance limits for bioclimatic variables, such
as coldest-month mean temperatures and growing-sea-
son heat sums, define the climatic space each PFT can
occupy (Woodward 1987; Harrison et al. submitted). PFTs
may be switched “on” or “off” in a particular grid cell,
through PFT-specific establishment and mortality func-

Fig. 15.3.
Each DGVM has adopted a
different large-area parameter-
ization for vegetation dynam-
ics. This figure depicts one
example (Sitch et al. 2003).
Here, each PFT occupies a
fraction of the modeled area
(grid cell). Structural proper-
ties for one average individual
for each PFT vary dynamically
depending on carbon alloca-
tion, tissue turnover and allo-
metric relationships. Popula-
tion density scales PFT proper-
ties from the average indi-
vidual to the grid cell

15.3  ·  Principles and Construction of DGVMs
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tions, as the favourability of the climate varies. The driv-
ing force for vegetation dynamics is then the NPP of com-
peting PFTs. In the simplest formulations of vegetation
dynamics (e.g., Foley et al. 1996; Potter and Klooster 1999),
individual and population growth are combined in an
overall parameterization of the effects of resource compe-
tition on PFT abundances. Carbon assimilated by each PFT
is partitioned among its biomass compartments (leaves,
roots, stems) according to fixed allocation coefficients.
Each compartment has a residence time, which deter-
mines the rate of transfer of carbon to litter pool due to
tissue turnover and mortality. More mechanistic ap-
proaches distinguish individual- and population-level
growth. In the LPJ implementation, the NPP accumulated
by a tree PFT population during a year is first partitioned
among “average individuals” based on the current
population density (Sitch et al. 2003). Allocation and tis-
sue turnover are calculated for the average individual, and
are constrained to satisfy allometric relationships (Fig. 15.3).
Population growth is the balance of an annual rate of
establishment of new saplings, influenced by current
density, and mortality, which may increase under condi-
tions of resource limitation, crowding or disturbance.

The ability to adjust allocation patterns to maintain a
balance between resource uptake and utilization is a key
feature of plant competitive strategies (Field et al. 1992).
Modeled allocation patterns in DGVMs can therefore be
influenced by the relative supply of above- and below-
ground resources. Soil water deficits in the current growing
season, for example, may lead to increased investment in
roots at the expense of leaves the following growing season.

15.3.4 Hydrology

DGVMs typically include some multi-layer scheme for
soil water, with percolation and/or saturated flow between
layers. Evaporation from the upper soil layer and the veg-
etation canopy (i.e., interception loss) may supplement
plant transpiration. Water content in excess of field ca-
pacity is lost as runoff. Some models take account of the
effects of snow and ground frost on seasonal water cycles.
DGVMs have also been coupled to large-scale models for
lateral water transport, in order to examine e.g., impacts
of land-use change on river flow.

15.3.5 Soil Organic Matter Transformations

Carbon enters the soil as litter associated with tissue turn-
over and mortality. Litter and soil carbon provide the sub-
strate for soil heterotrophs, whose respiration releases CO2.
“Pools” with different degrees of decomposability are usu-
ally distinguished. As the labile fractions are consumed,
residues are transferred to pools with longer average resi-
dence times. The number of pools represented ranges from

two or three to eight or more in models that implement
the soil module from Century. Decomposition rates for a
given pool are influenced by temperature, soil moisture
status and, in some models, properties such as the C/N ratio
of the decomposing material, soil texture and clay content.

15.3.6 Nitrogen (N) Cycling

After light and water availability, plant-available N is the most
important limiting factor in many terrestrial ecosystems
(e.g., Townsend et al. 1996). Nevertheless, only some of the
current DGVMs include a full interactive terrestrial N cycle,
taking into account below-ground controls on N mineral-
ization as well as N limitations on NPP. DGVMs that in-
corporate the Century approach to soil processes inherit its
coupled soil C and N scheme (Friend et al. 1997; Potter and
Klooster 1999; Daly et al. 2000; Woodward et al. 2001;
Bachelet et al. 2001). Here litter quality influences net N
mineralization and decomposition rates; labile “metabolic”
inputs, such as litter derived from leaves and fine roots,
tend to increase net N mineralization, whereas lignin-rich
“structural” material causes N immobilization and may
limit N availability to plants. N limitation of production may
be modeled by scaling net assimilation to plant uptake of N
from the soil mineral N pool. In the Hybrid DGVM, N limi-
tation implicitly reduces investment in Rubisco and chlo-
rophyll, resulting in a lower maximum carboxylation rate
and reduced photosynthesis (Friend et al. 1997).

15.3.7 Disturbance

The term “disturbance” is widely used to refer to pro-
cesses such as fires, windstorms and floods, which rap-
idly destroy biomass, alter vegetation structure and alter
the conditions for the growth of remaining plants and/
or the establishment of new plants. This usage is illogi-
cal because “disturbances” by this definition are intrin-
sic to ecosystems and part of the mechanism that main-
tains their typical composition and character (Allen and
Hoekstra 1990); however, it is entrenched in the litera-
ture. The stochastic nature of disturbance regimes makes
them difficult to represent in models. Some DGVMs do
not explicitly model disturbances; instead, they incorpo-
rate their effects implicitly in turnover constants for veg-
etation carbon (Foley et al. 1996; Friend et al. 1997).

Fire is the most important type of natural disturbance
type worldwide, affecting all biomes except rainforests
and deserts, at frequencies ranging from every year to
once every few centuries. The most important controls
on fire regimes are the frequency of ignition (whether
natural or human-caused) and the amount, moisture
content and flammability of biomass fuels. These con-
trols depend on both climate and vegetation state, allow-
ing for a variety of feedbacks in vegetation dynamics in-
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volving fire. Thonicke et al. (2001) introduced a semi-
empirical fire module for use in DGVMs (Pan et al. 2002;
Sitch et al. 2003). The modeled area (grid cell) is consid-
ered to be large enough that ignition sources are avail-
able, and that the fraction of the grid cell affected by fire
in a given year is equal to the probability of fire affecting
a randomly chosen point. This probability is estimated
using empirical equations based on fuel load and mois-
ture content (estimated from the moisture of the top soil
layer). PFTs differ in their resistance to fire, so that the
degree of damage caused to standing biomass depends
on the vegetation composition. Fires result in vegetation
mortality and volatilization of a fraction of litter and bio-
mass over the affected area.

A more advanced approach to modeling fire dynam-
ics has been adopted in the MC1 DGVM. This model dis-
tinguishes surface and crown fires, and fire effects are
sensitive to stand structure as well as fuel load (Lenihan
et al. 1998; Daly et al. 2000; Bachelet et al. 2001, 2003).
Venevsky et al. (2002) and Arora and Boer (in press) have
developed fire models of intermediate complexity that
allow for variations in ignition rates associated with hu-
man activities.

15.4 Evaluating DGVMS

DGVMs simulate processes at a wide range of space and
time scales and, accordingly, many different types of con-
temporary observations can be used to test their perfor-
mance. The following is a non-exhaustive summary of
observational “benchmarks” for DGVMs. For further
examples see e.g., Kucharik et al. (2000), Beerling and
Woodward (2001) and Woodward and Lomas (2004).

15.4.1 Net Primary Production

Following the Potsdam NPP Intercomparison Project
(Cramer et al. 1999), which engaged mainly TBMs in a
first large-scale comparison of terrestrial models driven
by a common set of input variables, the Ecosystem Model-
Data Intercomparison project (http://gaim.unh.edu/
Structure/Intercomparison/EMDI/) ran site-specific
simulations of NPP and compared them to measurements
of NPP from sites in each of the major biomes. A large
data synthesis effort yielded NPP values at 162 Class A
sites (“well documented and intensively studied”) and
2 363 Class B sites (“globally extensive but less well docu-
mented and with less site-specific information”). A ten-
dency was found for models to over-estimate low- to mid-
range production at boreal and temperate sites, and to un-
derestimate NPP in highly productive tropical sites. Mod-
eled NPP tended towards an asymptote ~1 000 g C m–2

while measurements showed some higher values. The rea-
sons for these discrepancies remain to be established.

15.4.2 Remotely Sensed “Greenness” and
Vegetation Composition

The fraction of Absorbed Photosynthetically Active Radia-
tion (fAPAR) is the ratio of vegetation-absorbed to incident
PAR. It can derived from satellite spectral reflectance data
and is a measure of vegetation “greenness”. The seasonal
course of fAPAR provides a way to test modeled phenol-
ogy (Bondeau et al. 1999). Some TBMs, known as light-use
efficiency models, use remotely sensed fAPAR as input (e.g.,
Potter et al. 1993; Knorr and Heimann 1995; Ruimy et al. 1996).
Alternatively, fAPAR observations can also be used to cali-
brate phenology in models (Kaduk and Heimann 1996; Botta
and Foley 2002; Arora and Boer 2005). Seasonal cycles of
fAPAR have also been used together with ancillary infor-
mation to construct global maps of vegetation composition
in terms of a few broadly defined PFTs. For example, Sitch
et al. (2003) used the DeFries et al. (2000) global data set of
estimated fractional PFT cover as a benchmark for vegeta-
tion composition, while Woodward and Lomas (2004) used
the HYDE land-cover type data set of Klein Goldewijk (2001).

15.4.3 Atmospheric CO2 Concentration

A different approach to large-scale evaluation of terrestrial
models (Prentice et al. 2000) makes use of high-precision
atmospheric measurements of CO2 concentration (http://
www.cmdl.noaa.gov/ccgg/globalview/co2/). Both the ampli-
tude and the timing of the seasonal cycle of CO2 vary geo-
graphically, reflecting different seasonal patterns of bio-
spheric activity. The amplitude is greatest in northern high
latitudes because of the large vegetated area in the north
and the large offset in the timing of NPP and heterotrophic
respiration maxima in high latitudes. Heimann et al. (1998)
ran the TM2 atmospheric transport model with monthly
fields of net ecosystem exchange (heterotrophic respiration
and combustion minus NPP) from four terrestrial models.
The output was sampled at the locations of CO2 monitoring
stations. Knorr and Heimann (1995, 2001), Dargaville et al.
(2002) and Sitch et al. (2003) continued this approach. The
main caveat for such comparisons is that they rely on the
realism of the transport model; this is an active research area
(Denning et al. 1999; Gurney et al. 2003; Law et al. 2003;
Gurney et al. 2004). Inversion of tracer transport models has
also been used to infer regional sources and sinks of CO2
directly from the CO2 concentration network (Fan et al. 1998;
Bousquet et al. 2000; Kaminski and Heimann 2001; Röden-
beck et al. 2003). Peylin et al. (2005) showed good agree-
ment between interannual carbon exchanges over broad
regions as calculated by inverse models and as simulated
with a DGVM and a TBM. Most of the observed interan-
nual variability in the atmospheric CO2 growth rate was
shown to be explained by the differential responses of NPP
and heterotrophic respiration to climate.

15.4  ·  Evaluating DGVMS
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15.4.4 Runoff

As all terrestrial biosphere models simulate the interac-
tion of the carbon and water cycles, the models can be
evaluated in terms of their performance in simulating
measured water fluxes (Gordon and Famiglietti 2004;
Gordon et al. 2004). Over multi-annual time scales, run-
off – which is measured at gauging stations on rivers – is
equivalent to the difference between precipitation and
evapotranspiration, averaged over the catchment up-
stream of the station. Gerten et al. (2004) demonstrated
that LPJ showed comparable skill to existing global hy-
drology models in predicting global runoff patterns.
They went on to model the additional effect of changing
CO2 concentration (via changes in stomatal conductance)
on runoff.

15.4.5 CO2 and Water Flux Measurements

Measurements of CO2 and water flux from towers by the
eddy covariance technique provide a temporally highly
resolved record, and a powerful new tool for model
evaluation (Falge et al. 2002; Baldocchi 2003). The
FLUXNET global network of flux measurement stations
gathers data from as many as 200 sites, although these
are still very unevenly distributed across the globe
(Baldocchi and Gu 2002; http://www.daac.ornl.gov/
FLUXNET/fluxnet.html/). The data record diurnal, sea-
sonal and interannual variability. CO2, water and energy
fluxes are measured simultaneously and concurrently
with meteorological measurements that can be used di-
rectly to drive the models. There are two main limita-
tions: the data are typically incomplete (for reasons dis-
cussed by Dolman et al. 2003), and the results (in com-
mon with conventional NPP measurements) are site-
specific so that accurate specification of local soil
conditions and disturbance history may be important.
The experience obtained so far (e.g., Amthor et al. 2001;
Potter et al. 2001; Gerten et al. 2004; Krinner et al. 2005;
Morales et al. submitted) suggests that TBMs and
DGVMs can perform well in simulating seasonal cycles
and interannual variability of measured CO2 and water
exchange, but that the annually integrated carbon bal-
ance may depend on site-specific and generally un-
known historical management factors.

15.5 Examples of Applications of DGVMS

DGVMs can be used alone or coupled to other types of
models as tools to understand changes in the Earth Sys-
tem. Here we summarize a selection of DGVM studies that
have helped either to explain observed phenomena, or to
predict the consequences of human activities in the future.

15.5.1 Holocene Changes in Atmospheric CO2

The causes of changes in the atmospheric concentration
of CO2 since the end of the last glacial period, about 12 ka
before present (bp), are controversial. Ice-core analyses
show a drop of 7 ppm from 11 to 8 ka bp, followed by a
gradual rise of 20 ppm towards the pre-industrial 280 ppm
(Indermühle et al. 1999; Flückiger et al. 2002). Inder-
mühle et al. (1999) attributed both the initial drop and
subsequent rise primarily to changes in terrestrial car-
bon storage. Broecker et al. (2001) questioned this ex-
planation for the rise, suggesting instead that CO2 re-
moved from the atmosphere and surface ocean water by
terrestrial carbon uptake after the glacial maximum was
slowly replaced due to the precipitation of CaCO3 at depth
(“calcite compensation”). Ruddiman (2003) on the other
hand has ascribed the CO2 rise to deforestation. This
problem has been studied with DGVMs by Brovkin et al.
(2002) and by Joos et al. (2004). Joos et al. (2004) forced
the Bern-CC coupled carbon cycle model (which includes
the LPJ DGVM for terrestrial carbon dynamics) with
palaeoclimate model simulations (Kaplan 2002). The
coupled model reproduced the observed CO2 trajectory
since 11 ka bp to within a few ppm. The initial drop was
explained by vegetation regrowth. The subsequent in-
crease in CO2 concentration was mainly due to (a) rising
sea surface temperature, and (b) calcite compensation,
as Broecker et al. (2001) proposed. The ice-core record
of δ13C (Indermühle et al. 1999) rules out any large con-
tribution from deforestation. This model version also
simulates the terrestrial δ13C budget, based on Kaplan
et al. (2002) and Scholze et al. (2003). The modeled δ13C
history was consistent with the ice-core data.

15.5.2 Boreal “Greening” and the Contemporary
Carbon Balance

Spectral reflectance observations have shown a persis-
tent greening trend in northern high latitudes through
the 1980s and 1990s (Myneni et al. 1997; Zhou et al. 2001).
Maximum summer LAI in the boreal zone, estimated
from these observations, increased by 0.19 between 1982
and 1998. Potential explanations include vegetation re-
sponse to high-latitude warming, forest regrowth due to
changed management, vegetation recovery from distur-
bance by fire or insect attacks, CO2 fertilization, or (just
possibly) incomplete correction for drifts in the response
of the sensor. Lucht et al. (2002) investigated whether the
greening trend could be explained by vegetation re-
sponses to climate. Simulations driven by monthly cli-
mate data (New et al. 2000) showed that the trend, its
seasonal cycles and interannual variability could all be
reproduced. The simulations were entirely independent
of the satellite observations. Thus, it is most likely that
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the observed greening trend is real and was caused by
the changing climate. Further simulations showed that
virtually all of the effect has been due to warming. These
findings are consistent with the over-riding control of
temperature on vegetation growth in high latitudes. The
controls are more complex in warmer climates. Fig-
ure 15.4 shows the simulated land-atmosphere flux aver-
aged over the whole period, compared with climate
anomalies. Some regions showed a large reduction in
precipitation (e.g., the Sahel), others a large increase in
temperature (e.g., southern Africa), both leading to a re-
lease of carbon because of reduced NPP and/or increased
heterotrophic respiration. Some regions, such as the
southeastern USA, experienced increased precipitation
and decreased temperatures, leading to increased carbon
uptake (cf. Nemani et al. 2002; Hicke et al. 2002; Röden-
beck et al. 2003).

15.5.3 The Pinatubo Effect

Atmospheric CO2 concentration temporarily slowed its
increase after the eruption of Mount Pinatubo in 1991.
Aerosols from this eruption cooled the globe by around
0.5 °C (more in northern latitudes). DGVM simulations
over this period have reproduced both a temporary drop
in boreal LAI (also shown by the satellite data) and an
enhanced high-latitude terrestrial carbon sink (Lucht
et al. 2002). Although NPP and heterotrophic respiration
were both reduced, the modeled effect on respiration was
stronger, producing an enhanced carbon sink. But these
changes at high latitudes were not large enough to pro-
vide the full explanation. The simulated global patterns
of simulated NPP and heterotrophic respiration anoma-
lies are more complex, and controversial. Roderick et al.
(2001) and Gu et al. (2002) have argued that an increase
in the fraction of diffuse vs. direct radiation caused large-
scale enhancement of NPP during the post-Pinatubo
period. In other words, an enhanced sink was produced
by increased NPP. But Angert et al. (2004) have shown
that this hypothesis is inconsistent with observed sea-
sonal cycles of CO2 during these years. Jones and Cox
(2001) used GCM simulations incorporating the TRIFFID
DGVM to suggest that post-Pinatubo climatic anoma-
lies overall produced enhanced NPP in the tropics, while
respiration globally was reduced.

15.5.4 Future Carbon Balance Projections

Schaphoff et al. (2006) predicted the response to climate
and CO2 changes during the 21st century, as simulated
by five ocean-atmosphere GCMs, all driven by a stan-
dard “business as usual” CO2 emissions scenario. The
simulated change in terrestrial carbon storage ranged
from a loss of 106 Pg C to a gain of 201 Pg C (neglecting

land-use changes). This finding complements Cramer
et al. (2001), who found large uncertainty within one cli-
mate change scenario, due to differences among six
DGVMs. The spatial patterns of changes in carbon con-
tent found by Schaphoff et al. were more robust than the
global total. Carbon storage was enhanced due to warm-
ing in the Arctic and at high elevations, but reduced over
the temperate and boreal zones. Carbon storage was also
increased in many semi-arid regions due to increased
vegetation water-use efficiency and woody encroachment
at high CO2, with soil carbon loss inhibited due to
drought. Tropical vegetation response varied due to pre-
cipitation differences among GCMs.

15.5.5 Carbon-Cycle Feedbacks to Future
Climate Change

DGVM simulations based on climate projections of the
21st century have indicated that the time course of car-
bon storage depends on a balance of CO2 fertilization
and the positive effect on NPP of longer and warmer
growing seasons in cold climates, vs. the general increase
in heterotrophic respiration rates and the negative ef-
fect of high temperatures on NPP in warm climates (Cao
and Woodward 1998; Kicklighter et al. 1999; Cramer et al.
2001; Schaphoff et al. 2006). CO2 fertilization is ex-
pected to show a “diminishing return” while the effect
of warming on respiration will continue (Jones et al.
2003). As a result, future projections of terrestrial car-
bon storage have often shown an initial increase in ter-
restrial carbon storage followed by a decline. Cox et al.
(2000) used a fully coupled GCM, including the Hadley
Centre (HADCM3) ocean-atmosphere model and the
TRIFFID DGVM, to perform a comprehensive analysis
based on a “business as usual” CO2 emissions scenario.
They found that the carbon-climate feedback had gen-
erated an additional 1.5 K global warming by 2100,
mostly due to increased heterotrophic respiration. A
similar analysis using the IPSL ocean-atmosphere model
and the SLAVE TBM (Dufresne et al. 2002) also found a
positive feedback, but the change was less, and was
mostly due to reduced NPP in the tropics. Reasons for
the difference include stronger vertical mixing in the
IPSL ocean model, and greater initial soil carbon stor-
age in the Hadley Centre model (Friedlingstein et al.
2003). Yet despite uncertainty about the size of carbon
cycle feedbacks, the largest uncertainty in the future CO2
concentration is still the unknown future of CO2 emis-
sions from fossil fuels. Joos et al. (2001) used the Bern-
CC model to examine the consequences of six different
emissions scenarios. A positive carbon-cycle feedback
to climate change was found in all cases and atmospheric
CO2 rose to between 540 and 960 ppm, depending on
the scenario and on assumptions about climate sensi-
tivity, by 2100.

15.5  ·  Examples of Applications of DGVMS
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15.5.6 Effects of Land-Use Change on the Carbon Cycle

Land-use change was the main cause of increasing at-
mospheric CO2 in the early industrial period, and is still
a substantial contributor. McGuire et al. (2001) used four
terrestrial models to assess the relative roles of CO2 fer-
tilization, climate variation and land-use change through
the industrial era. The simulated cumulative effect of
cropland establishment and abandonment from 1920 to
1992 was a release of 56–91 Pg C. The concurrent simu-
lated uptake, due mainly to CO2 fertilization, was 54–
105 Pg C. The modeled net terrestrial carbon budget
proved broadly consistent with independent estimates
from atmospheric measurements (Prentice et al. 2001;
House et al. 2003). This global analysis has not yet been
extended beyond 1992, nor carried into the future. Some
possible consequences of future land-use change have
been analysed, however. Cramer et al. (2004) used LPJ
to estimate past and potential future losses of carbon
from wet tropical ecosystems, which are the main site of
deforestation today. During the 20th century, deforesta-
tion was estimated to have released 39–49 Pg C. Extrapo-
lating a range of estimates for current rates of deforesta-
tion into the future yielded a projected additional loss of
158–243 Pg C by 2100. By comparison, CO2 fertilization
and climate change produced a response ranging from a
gain of 80 Pg C to a loss of 50 Pg C. Direct human inter-
vention, therefore, is likely to be the most important de-
terminant of the fate of carbon in tropical forests.

15.6 Some Perspectives and Research Needs

The following discussion is by no means a complete over-
view of the aspects of DGVMs that are in need of further
testing and development. However, it points to some key
areas where an international collaborative effort, build-
ing on the achievements of GCTE, would very likely lead
to more rapid progress than could be achieved by indi-
vidual groups working alone.

15.6.1 Comparison with Field Experiments

Experimental studies of the response of terrestrial eco-
systems to environmental changes has been a major fo-
cus for GCTE. For example, experimental evidence from
studies with small trees in open-top chambers has shown
an average stimulation of photosynthesis by ≈60% for a
300 ppmv increase in CO2, while the annual increment
in wood mass per unit leaf area increased by ≈27% (Norby
et al. 1999). The Free-air CO2 enrichment (FACE) meth-
odology was introduced so that experiments on the ef-
fects of raised CO2 concentrations could be conducted
on intact ecosystems (Hendry et al. 1999; Nowak et al.

2004; Long et al. 2004). The first FACE study in an intact
forest ecosystem was set up in a Pinus taeda plantation in
the southeastern USA (DeLucia et al. 1999). Ambient CO2
concentrations were increased to 560 ppmv in the repli-
cated plots from autumn 1996. From 1997 to 2000, annual
NPP was on average 23% higher in plots with elevated CO2
than in the control plots (Delucia et al. 1999; Hamilton et al.
2002; Schäfer et al. 2003). F. I. Woodward and M. Lomas
(personal communication 2004) used the SDGVM to simu-
late this experiment. They obtained a realistic 20% en-
hancement in net primary production after four years.
Hickler et al. (2004b) obtained a range from 15 to 33% in-
crease over the same period. There is considerable scope
for rigorous testing of different process formulations in
DGVMs using the data now available from experiments
involving artificial warming, drought and N fertilization
as well as an increasing range of FACE studies.

15.6.2 Plant Functional Types

PFT schemes in current DGVMs are simplistic, and the
values of most PFT-specific parameters are neither agreed
nor well founded. GCTE has stimulated new interest in PFT
classification (Díaz and Cabido 1997; Díaz et al. 1999a; Gitay
and Noble 1997; Lavorel et al. 1997; Lavorel and Cramer 1999;
Lavorel and Garnier 2002; Lavorel et al. 2007, Chap. 13 of
this volume), but this has not yet filtered through to influ-
ence DGVM design. Current approaches to PFT classifica-
tion emphasize readily observable plant traits that confer
characteristic responses to factors of the environment and
disturbance or management regime (e.g., Díaz et al. 1999b;
Díaz et al. 2002; Gurvich et al. 2002; Barboni et al. 2004;
Díaz et al. 2004; Wright et al. 2004). This is precisely the
kind of information that is needed for the more rational
representation of PFTs in DGVMs. The development of an
internally-consistent, global vegetation map explicitly
based on PFTs and based on high-resolution multispectral
reflectance data is a related but distinct goal, proposed by
Nemani and Running (1996). Such a map would be ex-
tremely useful for testing DGVMs. Various satellite-based
global land-cover maps are now available, but there are still
considerable differences among them, and the procedures
used to generate them are not entirely transparent.

15.6.3 The Nitrogen Cycle

Hungate et al. (2003) suggested that scenario analyses
with current DGVMs (Cramer et al. 2001; Prentice et al.
2001) exaggerate the amount of carbon the biosphere
could take up in response to a continued increase in at-
mospheric CO2. In fact, the two DGVMs in Cramer et al.
(2001) that explicitly allow for N cycle constraints on NPP
produce lower estimates of future carbon storage than
those that do not. But these estimates still fall above the

15.6  ·  Some Perspectives and Research Needs
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range postulated by Hungate et al. (2003). Recent simula-
tions with the LPJ model (Schaphoff et al. 2006) produce
estimates within this range, even though this model does
not yet include N cycle constraints on NPP. Whatever the
correct view on future CO2 uptake, improving the repre-
sentation of N cycling within DGVMs is a research prior-
ity. This work is hampered by inadequate quantification
of gain and loss terms in the N cycle at regional and global
scales (e.g., amount of N in precipitation, controls of N2
fixation and dissolved organic N losses, and the release
and fate of N-containing trace gases). Incorporation of a
realistic N cycle is also important for prediction of the
influence of soil nutrient status controls on PFT distri-
butions, and to assess the impacts of anthropogenic
N deposition on the carbon cycle and ecosystems.

15.6.4 Plant Dispersal and Migration

Current DGVMs assume that the rate of plant dispersal
and migration does not limit the response of vegetation
to climate change. This assumption is called into ques-
tion by the fact that large changes in climate could occur
rapidly (i.e., over a few decades) in some regions, and by
the potential barriers to plant migration caused by land-
scape fragmentation. The issue is hard to address obser-
vationally because of the difficulty in quantifying rare
long-distance dispersal events, which are believed on
theoretical grounds to be crucial to explaining how rapid,
continent-wide plant migrations occurred in response
to climate changes in the Quaternary (Pitelka and Plant
Migration Working Group 1997; Clark et al. 1998). Model
formalisms to represent plant dispersal (e.g., Higgins et al.
2003) have been devised, but not implemented in DGVMs.

15.6.5 Wetlands

Wetlands are a major carbon store and are sources of the
greenhouse gases methane (CH4) and nitrous oxide
(N2O). The lateral transport of water is generally less im-
portant as a determinant of terrestrial vegetation than the
in situ water balance, but this is not so for wetlands. DGVMs
to date treat only dryland ecosystems. Extension to wet-
lands will require DGVMs to be coupled to water routing
models with high spatial resolution. It will also be impor-
tant to account for specific wetland PFTs, and the controls
on nutrient supply to different types of wetland.

15.6.6 Multiple Nutrient Limitations

Realistic simulation of nutrient constraints on vegetation
productivity will require not only the incorporation of lat-
eral transport of nutrients by water, but also lateral trans-
port in the atmosphere. For example, on geological time

scales, aeolian transport of dust is a major control on phos-
phorus supply to terrestrial ecosystems (Chadwick et al.
1999). Transport of sulfate-containing aerosols derived
from the production of dimethylsulphide by phytoplank-
ton is a unique natural route for the redistribution of sul-
fur to the land surface. Precipitation is a significant source
of N even in remote, unpolluted regions. Models of plant
growth have scarcely begun to address the way in which
different nutrient limitations interact. Marine ecosystems
are already beginning to incorporate the interactions of
the cycles of nitrogen, phosphorus, iron and silicon and
their consequences for competition among phytoplankton
PFTs (Aumont et al. 2003; Blackford and Burkill 2002;
Blackford et al. 2004; Le Quéré et al. in press) and may in-
spire further DGVM development in this field.

15.6.7 Agriculture and Forestry

Efforts are already underway to simulate crop productiv-
ity and yield generically using DGVMs (e.g., Kucharik and
Brye 2003). One objective of this work is to predict the con-
sequences of climate change for agriculture. Such predic-
tions will also have to consider climatically induced changes
in the suitability of different crops, and non-climatic as well
as climatic drivers of changes in land use – requiring that
DGVMs be embedded in an integrated assessment frame-
work. Forest management likewise has been only partially
treated in DGVMs. Global carbon cycle studies have taken
into account the consequences of deforestation and refor-
estation (Houghton 2003; McGuire et al. 2001), but not
changes in logging intensity although these are thought to
have had a major role in creating a present-day carbon sink
in northern temperate forests (Nabuurs et al. 2003). The
representation of forest management places new demands
on DGVMs to show the correct response of forest NPP to
stand age and density. Progress in modeling economically
important ecosystems must be matched by progress in the
collection and standardization of statistical data on crop
distribution, yields and farming practices, and past and
present forest management regimes. Adequate represen-
tation of management is important for the assessment of
practices designed to increase carbon storage in ecosys-
tems, which the present generation of DGVMs is not well
adapted to address (Bondeau et al. in press).

15.6.8 Grazers and Pests

The eventual expansion of DGVMs to cover components
of the ecosystem other than autotrophic plants and hetero-
trophic soil organisms (bacteria and fungi) is unavoidable.
The abundances of grazing animals, and of pests such as
leaf- and bark-eating insects, exert an important control on
vegetation productivity and disturbance in several biomes.
It should be possible to simulate the impact of changes in
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both natural and managed grazing regimes by introducing
a small number of animal functional types (AFTs). Mod-
els of marine ecosystems, where the ratio of secondary to
primary production is much higher, already incorporate
functional types of zooplankton grazers with different feed-
ing preferences and population growth rates (Bopp et al.
2002; Aumont et al. 2003; Le Quéré et al. in press).

15.6.9 Biogenic Emissions of Trace Gases
and Aerosol Precursors

Through various processes, the terrestrial biosphere
emits the greenhouse gas N2O, reactive gases that have a
major influence on atmospheric chemistry including the
greenhouse gas CH4, carbon monoxide (CO), nitrogen
oxides (NOx), volatile organic compounds (VOCs) such
as isoprene, and aerosol precursors in the form of dust,
black carbon and VOCs. The extension of DGVMs to
model sources and sinks of trace gases and aerosol com-
ponents is a natural development. DGVMs will be called
on to model CH4 production in wetlands and oxidation
in drylands (Kaplan 2002; Ridgwell et al. 1999), VOC pro-
duction (e.g., Guenther et al. 1995), the N cycle including
controls on the relative production of N2, N2O and NO in
soils (Potter and Klooster 1999), ozone (O3) uptake by
vegetation, the relationships among dust emission, veg-
etation density and height (Tegen et al. 2002), the occur-
rence and intensity of fires, and the emissions of CO, CH4,
NOx and black carbon associated with fires (Andreae and
Merlet 2001; Thonicke et al. 2005). Progress has been
made in most of these areas individually, but further ef-
forts will be required to develop a comprehensive emis-
sions model that can be coupled to an atmospheric chem-
istry and transport model (CTM) and ultimately to a
GCM, in order to better understand the role of the bio-
sphere in determining the atmosphere’s changing chemi-
cal composition and, through this, the Earth’s climate.

15.7 Summary and Conclusions

DGVMs exploit the power of modern computers and com-
putational methods to yield a predictive description of land
ecosystem processes that takes account of knowledge pre-
viously developed through long histories of separate disci-
plinary approaches to the study of the biosphere. The de-
gree of interaction between the different scientific ap-
proaches still falls far short of optimal; thus, DGVM devel-
opers have a responsibility to be aware of progress in sev-
eral disciplines in order to ensure that their models remain
state-of-the-art. We have presented a series of case studies
of the evaluation of DGVMs that demonstrate the predic-
tive capability that current models have achieved. Never-
theless, there are plenty of unresolved issues – differences
among models that are not well understood, important

processes that are omitted or treated simplistically by some
or all models, and sets of observations that are not satis-
factorily reproduced by current models. More comprehen-
sive “benchmarking” of DGVMs against multiple data sets
is required and would be most effectively carried out
through an international consortium, so as to avoid dupli-
cating the large amount of work involved in selecting and
processing data sets and model experiments. We have also
presented a series of case studies that illustrate the power
of DGVMs, even with their known limitations, in explain-
ing a remarkable variety of Earth System phenomena and
in addressing contemporary issues related to climate and
land-use change. These case studies encourage us to be-
lieve that the continued development of DGVMs is a worth-
while enterprise. Finally, new directions in Earth System
Science point to a range of aspects in which DGVMs could
be improved so as to take account of recently acquired
knowledge, such as experimental work on whole-ecosys-
tem responses to environmental modification and new
understanding of the functional basis of plant traits;
complemented by an effort to represent semi-natural and
agricultural ecosystems and the impacts of different man-
agement practices on these ecosystems; and extended to
include processes such as trace-gas emissions, which are
important in order to understand the functional role of
the terrestrial biosphere in the Earth System. Together,
these potential developments add up to an ambitious re-
search program, requiring the economies of scale that only
an international collaborative effort can provide.
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