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Abstract

Land surface phenology is an important process for real-time monitoring and short-term forecasting in diverse land management, health,
and hydrologic modeling applications. Yet current efforts to characterize phenological processes are limited by remote sensing challenges
and lack of uncertainty estimates. Here, for a global distribution of phenologically and climatically similar phenoregions, we used the
Advanced Very High Resolution Radiometer to develop a conceptually and computationally simple technique for real-time and forecast
applications. Our overall approach was to analyze the phenological behavior of groups of pixels without recourse to smoothing or fitting. We
used a 3-step initial process: (1) define a phenoregion specific normalized difference vegetation index threshold; (2) for all days from 1982—
2003, calculate the percent of pixels above the threshold (PAT); (3) calculate daily 1982—2003 empirical distributions of PAT. For real-time
monitoring, the current PAT may then be compared to the historical range of variability and visualized in relation to user-defined levels.
Using similar concepts, we projected daily PAT up to one month in the future and compared predicted and actual dates at which a
hypothetical PAT was reached. We found that the maximum lead-time of phenological forecasts could be analytically defined for user-
specified uncertainty levels. The approach is adaptable to different remote sensing technologies and provides a foundation for ascribing a
sequence of ground conditions (e.g. snowmelt, vegetative growth, pollen production, insect phenology) to remotely sensed land surface
phenology observations.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Land surface phenology, defined as the seasonal pattern of
variation in vegetated land surfaces observed from remote sen-
sing, has been well-studied with historical remote sensing data
(Jolly et al., 2005; Justice et al., 1985; Lloyd, 1990; Schwartz
etal., 2002). Conversely, real-time or near real-time modeling and
monitoring efforts are less well-served by current satellite remote
sensing schemes. Diverse fields, such as fire forecasts (Roads
et al., 2005), ecosystem forecasting (White & Nemani, 2004),
insect pest phenology (Mussey & Potter, 1997), organism dis-
persal (Gage et al., 1999), agriculture (Mkhabela et al., 2005;
Weissteiner & Kuhbauch, 2005), and health risk assessment
(Traidl-Hoffmann et al., 2003) could benefit greatly from a con-
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ceptually, technically, and statistically simple land surface phe-
nology monitor and forecasting technique. We submit that such an
approach should include the following five principles.

1.1. Principle 1

Land surface phenology information should not be provided
for individual pixels. Remote sensing provides a statistical dis-
tribution of a random variable, not an exact representation of the
state of the land surface or atmosphere at a particular pixel.
Additionally, assessing individual pixels in real-time presents
nearly intractable problems of highly noisy timeseries without a
globally defensible method to accept or reject rapid changes in
the normalized difference vegetation index (NDVI, related to
the fraction of photosynthetically active radiation absorbed by
canopies, FPAR) or other remote sensing metrics.
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1.2. Principle 2

Groups of phenologically and climatically similar pixels
should be analyzed simultaneously as an empirical or statistical
(e.g. Gaussian) distribution. When treated as a distribution, aber-
rant behavior by any one or several timeseries is irrelevant; no
smoothing is required to reduce noise drastically.

1.3. Principle 3

Phenological timeseries should not be filled, fitted, or
smoothed. Most existing phenological assessment methods,
faced with the prospect of extremely noisy timeseries of remotely
sensed data, often NDVI, smooth the data using one of many
existing techniques (Jonsson & Eklundh, 2004). For a given date,
these methods typically require looking both backwards and for-
wards in time, negating use in real-time or forecast applications.
Further, many methods assume that a given mathematical func-
tion, such as piecewise logistic functions (Zhang et al., 2003),
approximates true phenological development. In global, or even
regional application this may be an untenable assumption, es-
pecially in cases of disturbance, defoliation, or NDVI curves with
sharp peaks or broad plateaus (Potter et al., 2003).

1.4. Principle 4

The continual process of land surface phenology develop-
ment, not just dates of specific events, such as the start of spring
or fall, should be described. Unlike in traditional ground-based
phenology research, in which a date may be recorded for bud-
burst (Chuine, 2000) or flowering (Thorhallsdottir, 1998), land
surface phenology is the integral of a continuum of processes
including snowmelt, changes in soil wetness, and multiple non-
coincident vegetation development patterns (de Beurs & Hene-
bry, 2004). Consequently, the global relationships between re-

motely sensed land surface phenology and particular plant-
based events are generally unknown.

1.5. Principle 5

Measures of variability and/or uncertainty should be included.
For monitoring applications, variability measures will allow the
user to distinguish between an unusual event and an event within
the normal range of variability. For land surface phenology fore-
casting, knowledge of historical variability is critical.

Our goal is to combine these five principles in a new land
surface phenology monitoring and forecasting technique. In the
following sections, we use a historical NDVI global remote sen-
sing dataset to present (1) the monitoring methodology for an
example region and (2) the forecasting methodology for both an
example region and a global distribution of pixel groups.

2. Data

In support of Principles 1 and 2 — monitoring should be
conducted for groups of pixels not single pixels — we used the
phenoregion map of White et al. (2005) to identify groups of related
pixels. To create the 500 phenoregions, White et al. (2005) first used
a wavelet analysis to identify pixels with a consistently strong
annual amplitude in 8 km Advanced Very High Resolution Radio-
meter (AVHRR) NDVI and then used an Oak Ridge National
Laboratory supercomputer to create pixel clusters with similar
phenological and climatic cycles (phenoregions available online at
http://www.daac.ornl.gov/). For demonstration purposes, we ran-
domly selected a phenoregion in eastern Canada (Fig. 1).

For methodological development and the forecasting example,
we obtained continental 8 km resolution 15-day maximum value
composited Global Inventory Modeling and Mapping Studies
(GIMMS) NDVI (Pinzon et al., 2005) (available online at www.
landcover.org). We reprojected the data into the global interrupted

Fig. 1. Demonstration phenoregion in eastern Canada.
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Fig. 2. Random pixel from demonstration phenoregion showing the calculation of the NDVI threshold. Circles show annual maximum NDVI; open squares are annual
minimum NDVI; horizontal line is the NDVI threshold midway between the average minimum and maximum NDVI.

Goode’s Homolosine projection used for the phenoregion
analysis.

3. Methods

Using the following three steps, we developed a method for
real-time or near real-time land surface phenology monitoring: (1)
selecting an NDVI threshold; (2) calculating, on a daily basis, the
percent of a phenoregion above the threshold; and (3) calculating
the deviation of real-time phenology from the long-term pheno-
logical development pattern.

3.1. Selecting thresholds

Analytical change detection methods, such as derivatives,
are plagued by the high frequency variability present in nearly
all NDVI timeseries. Given the wide variability in NDVI am-
plitude, a globally constant NDVT threshold is also unusable: a
threshold of 0.2, for example, may be appropriate for some
forested ecosystems but may exceed the peak NDVI of some
semi-arid grasslands (White et al., 2003). Thus, we calculated
absolute but phenoregion-specific NDVI threshold as follows.

For every pixel in each phenoregion (3013 for the demon-
stration phenoregion in Fig. 1) we extracted the 1982-2003
annual minimum and maximum NDVI and, from these 22 val-
ues, calculated the long-term average minimum and maximum
NDVI. We then calculated the NDVI threshold as the value
halfway between the minimum and maximum, which generally
corresponds to the time of maximum NDVI increase and de-
crease (White et al.,, 1997). From the distribution of NDVI
thresholds for every pixel in the phenoregion, we calculated the
phenoregion mean threshold and 95% confidence interval of the
mean.

3.2. Daily percent above the threshold

There are two GIMMS NDVI values per month; we assigned
the early composite to the 1st day of the month and the late
composite to the 15th day of the month. We then linearly
interpolated daily NDVI values for each pixel in the phenoregion.

This step is in technical violation of Principle 3 (no filling, fitting,
or smoothing) but the daily GIMMS NDVI are used here for
proof-of-concept development meant to represent the temporal
resolution of impending continental-scale rolling composite
datasets in which each day is the maximum value of the previous

days (as in production by the Earth Resources Observation
Systems Data Center for the Moderate Resolution Imaging
Spectroradiometer (MODIS) over the conterminous USA). For
every day, we calculated the percent of pixels above the
phenoregion NDVI threshold, hereafter referred to as the percent
above threshold (PAT).

3.3. Deviations from historical patterns

For yeardays 1-365, we calculated the interquartile range of
1982-2003 PAT. Use of the Gaussian approximation was un-
tenable, especially for spring growth phases in which the 1982—
2003 distribution was highly non-normal, and we opted for the
empirical distribution. We then visualized each day from 1982—
2003 as to whether or not it was an unusually low (below the 25th
percentile) or high (above the 75th percentile) PAT condition.
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Fig. 3. Frequency distribution of NDVI threshold values for the demonstration
phenoregion. Vertical lines show the phenoregion mean NDVI threshold and
95% confidence interval (lines overlap the mean).
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Fig. 4. Implementation scheme for real-time monitoring. Shaded region shows
the 1982-2003 interquartile range of PAT. Thick solid line shows the 1988 PAT.
From mid-August to mid-October, the 1988 PAT was below the 25th percentile.

While the definition of low/high and the selection of visualization
technique is subjective, the ability to represent a continual process
of real-time phenological development relative to long-term
average conditions is not. Specific approaches may be customized
for famine, pollen, irrigation, or other phenologically sensitive
applications.

3.4. Forecasting

Land surface phenology forecasts are inherently use-specific.
Trace gas purposes, for example, are likely to be quite different
than pollen forecasting needs. A universally applicable approach
for describing uncertainty in land surface phenology forecasts
therefore does not exist. Instead, we demonstrate a hypothetical
example in which the user wishes to forecast the date at which
PAT exceeds 50, i.e. at least half of the pixels in the phenoregion
are above the threshold. We term this date PAT50. Further, the
hypothetical user is willing to accept a 2-day uncertainty, as
measured by the mean absolute error (MAE) of prediction. We
established the maximum forecast leadtime for the global pheno-
region distribution as follows.

First, we developed a phenoregion-specific daily lookup table
containing, for each day, a sorted listing of 1982-2003 PAT
values. Beginning on January 1, 1982, we established the ranking
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Fig. 5. Forecasting approach. On every yearday, forecasts with leadtimes from 1
to 31 days are made; if the forecast predicts PAT exceeding the PAT50 threshold,
the current leadtime and prediction error are recorded. Left filled circle shows
the current yearday; right filled circle shows yearday at which PAT50 was
predicted to be exceeded; open square shows yearday when true PAT50 was
exceeded.
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Fig. 6. Mean absolute error for forecasts of PATS0 in the demonstration
phenoregion as a function of forecast lead. Errors increased as a function of
longer lead. Eq. (3) was used to fit a weak exponential function; Eq. (5) was used
to invert the equation to solve for the maximum allowable leadtime (vertical
line) for a 2-day allowable error (horizontal line).

of the current day’s PAT within the sorted long-term values and
projected this relative position 31 days into the future. If the
forecast included an occurrence of a day with PAT greater than or
equal to 50 preceded by values less than 50 PAT, we recorded this
date as the predicted PATS50. For example, on May 1, 1982 in the
demonstration phenoregion, the PAT of 27 was the 9th record in
the sorted 1982—2003 lookup table. The 9th position was then
forecasted from the lookup table for May 2 to June 2, generating a
PATS0 prediction on May 6. We recorded the forecast lead-time
from the current day i and predicted PAT50 as:

lead = PAT50,4—i (1)
and the forecast error as:

absolute error = |predicted PAT50—observed PAT50| (2)

For each phenoregion, we then extracted all errors at each
unique lead (possible leads 1 to 31 days). For all leads we
calculated the mean absolute error and the 95% confidence
interval. We removed individual leads with less than 10 values,
indicating rare predictions, and phenoregions with less than 3
unique leads, indicating generally unpredictable conditions.
Exploratory scatter plots indicated 2 general relationships be-
tween lead and mean absolute error: weak exponential and lin-
ear. Therefore, using lead as the explanatory x vector, mean
absolute error as the response y vector, and the 95% confidence
interval as the y vector uncertainty, we used a Levenberg—Mar-
quardt least-squares fit (IDL function mpfitexpr.pro derived
from MINPACK-1; available from http://cow.physics.wisc.edu/
~craigm/idl/idl.html) to fit the functions

mean absolute error = expll%/i L+ B (3)
and
mean absolute error = fylead + f3, (4)

For each phenoregion, we selected Eq. (3) or Eq. (4) based
on lowest mean absolute residuals. Depending on the selection
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Fig. 7. Global phenoregion frequency distribution of maximum forecast lead-
time when the user is willing to accept a 2-day mean absolute error.

of exponential or linear function, we solved for the allowable
lead for predicting PAT50 (PAT50,.,q) With a 2-day mean ab-
solute error by inverting Eq. (3):

Po
PAT =
501cad N (mean absolute errorﬁ2> (5)
by
or Eq. (4):
PAT50ie00 = mreen sl sy B “

Bo

Operationally, the hypothetical user would take a specified
action only if the predicted PAT50 occurred within the PAT50;¢.q
defined analytically for the phenoregion in use.

4. Results
4.1. Monitoring

From a random pixel within the demonstration phenoregion
(Fig. 1), the NDVI threshold, based on the annual minimum and
maximum NDVI values, was 0.45 (Fig. 2). From the distribution
of the 3013 NDVI thresholds in the phenoregion (Fig. 3), the
mean NDVI threshold was 0.51£0.002 (95% confidence
interval).

Graphical presentation of daily PAT relative to the historical
interquartile range allowed for simple assessment of abnormal
land surface phenology conditions. In an example year of 1988
(Fig. 4), PAT was within the interquartile range until mid-Au-
gust when a persistent low anomaly began and persisted until
mid-October.

4.2. Forecasting

For the demonstration phenoregion (Fig. 1), mean absolute
error increased with leadtime (Fig. 5) with increasing scatter at
leadtime longer than two weeks. Inverting the exponential func-
tion (Eq. (5)) produced PAT50.,q of 12 days for the 2-day
allowable mean absolute error (Fig. 6). For the global distribution
of phenoregions, mean PAT50,.,q was seven days for a 2-day
allowable mean absolute error (Fig. 7).

5. Discussion

Our results show that real-time monitoring of land surface
phenology may be conducted in four central steps: (1) identify
groups of phenologically and climatically similar pixels: (2) ana-
lyze pixel distributions to develop location-specific thresholds; (3)
construct long-term NDVI (or related metric) empirical dis-
tributions; and (4) assess real-time land surface phenology es-
timates as a continual measure of deviation from long-term
conditions. Based on this process, it is then practicable to generate a
forecasting scheme in which the user may specify a maximum
allowable error that is then translatable into a maximum allowable
land surface phenology forecast leadtime. While the datasets and
methods employed here are appropriate for proof-of-concept deve-
lopment, other applications will mandate use-specific approaches
and/or different remote sensing platforms, as discussed below.

The phenoregion dataset used in this study is based on global
coarse-resolution datasets (White et al., 2005). For implementa-
tion, we anticipate that users will generate clusters at a spatial
resolution appropriate for their application. For the conterminous
US, for example, a reclustering based on MODIS land surface
temperature (Wan et al., 2002) and vegetation indices (Huete et
al., 2002) is planned for the Terrestrial Observation and Prediction
System (White & Nemani, 2004). The phenoregion dataset used
also does not allow for shifting distributions related to climate,
landuse, and/or landcover changes. We suggest two methods to
account for shifting phenoregion distributions. (1) Analyze multi-
year trends in PAT percentiles averaged over individual months.
Systematically increasing or decreasing PAT percentiles may in-
dicate a land surface phenology shift away from long-term mean
patterns, thus necessitating a reclustering. (2) Annually redefine
the location of pixels nearest to cluster centers. In this approach,
cluster definitions are constant but cluster locations are allowed to
shift dynamically. If sub-phenoregion resolution is desired, we
recommend that the user subdivide the phenoregion based on the
spatial variability in the timing of PAT50 or similar event.

The selection of the threshold midway between the minimum
and maximum NDVI is designed to correspond to the period of
maximum NDVT increase and decrease (White et al., 1997) but in
reality, there is no data to link quantitatively any satellite threshold
or other detection technique to global patterns of surface vege-
tation phenology, which is often considerably different that land
surface phenology. In northern ecosystems the dominant annual
cycle and consequent threshold selection is often controlled by an
annual snow cycle superimposed on limited canopy variability. In
other ecosystems, the annual cycle may be dominated by cloudy
and clear cycles. Even in deciduous systems where senescent
vegetation is coincident with snow cover, NDVI relationships to
vegetation seasonality may be temporally variable (Wang et al.,
2005). Although local solutions are possible (Delbart et al., 2005),
assuming that land surface phenology corresponds directly to
vegetation phenology is fraught with difficulties. Fortunately, use
of phenoregions provides an ideal geographic basis with which to
assess the correspondence of the phenoregion NDVI threshold to
ground conditions. In these cases users may find a higher or lower
threshold derived from within-phenoregion distributions (Fig. 2)
to be appropriate for a particular application.
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Ascribing a globally consistent biological definition to the PAT
metric or events such as PAT50 is also difficult. It is tempting to
state, for example, that when PATS50 is reached, the phenoregion
has greened up or that the growing season has begun. Yet, as
stated previously, this may simply represent snowmelt with no
change in the vegetation canopy. Ideal implementation of the PAT
monitoring technique should therefore focus on relating PAT
progressions to abiotic and biotic processes within the phenor-
egion. For example, in a hypothetical phenoregion, the following
may occur: snowmelt at 20 PAT; understory herbaceous growth at
40 PAT; deciduous leaf out at 60 PAT; crop emergence at 80 PAT.
Continuous tracking of an integrative metric such as PAT should
allow for relating remote sensing to a continual process of land
surface phenology change instead of a single date extraction.

Phenoregion-specific land surface phenology variability is an
especially critical component of forecasting applications. Our
approach, based on either percentiles or forecasts of sorted PAT
values, does not rely on distribution assumption. However, we
completed a similar forecasting approach based on the Gaussian
approximation and forecasts of current anomalies calculated from
the mean and standard deviations; results were extremely similar
with a mean global forecast leadtime of six days, as opposed to
seven days with the sorted PAT approach. The approach thus
appears to be resistant to use of modeled versus empirical dis-
tributions. For specific regions or applications, distribution ana-
lysis and selection may still be appropriate, though.

Other forecasting approaches have been developed, especially
for agricultural applications (Ji & Peters, 2004; Kaitho et al.,
2003) and with use of autoregressive moving average models.
These approaches have been successful but rely on location spe-
cific parameter fitting (Ji & Peters, 2004) or have been designed to
forecast future forage conditions based on current NDVI (Kaitho
et al., 2003). Our approach is generic and, to our knowledge, no
other approach has provided management ability to specify an
allowable error and to then invert a maximum forecast leadtime.

Exceptions to our principles and forecasting approach cer-
tainly exist. In deciduous canopies without significant snow and
cloud cover and when using a rigorously georectified remote
sensing product, it may be practicable to analyze individual pix-
els. For homogenous regions, especially crops, forecasting using
plant growth models coupled with real-time remote sensing and
meteorological forecasts may be superior to the empirical ap-
proach outlined above.

6. Conclusions

We present a generally applicable methodology for real-time
monitoring and short-term forecasting of land surface phenology.
The method is conceptually and computationally simple, avoids
problems related to processing phenological metrics for individ-
ual pixels in real-time, and allows users to specify measures of
statistical uncertainty. In real-time, users may visually interpret
phenological development relative to historical variability of an
empirical pixel distribution. In forecast mode and using a proof-
of-concept dataset, we showed that a hypothetical land surface
phenology event could be predicted with a lead-time of 7 days for
an allowable prediction uncertainty of 2 days.
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